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   Memory

The only way to build a low-cost device is to use a microcontroller, where memory (flash and 

RAM) is limited. Reducing the size of the models to work in constrained environments without 

losing any of the performance is a challenge. For our elephants use case for example, we took 

more than thirty thousand images to train our model over several months. We used that to 

prove we could build the model, and then had to shrink that model down in size.  

   Battery

If you wake up your sensor too often, you consume power. One challenge consisted in awaking 

our sensor only when needed and in the most efficient way. To make sure we could work on a 

battery-operated device, we had to optimize our models. For example, is it best to wake up the 

sensor and look at several frames at the same time, seeing animals moving into a certain 

direction, at a certain speed and decide to not wake up the sensor again until two minutes later, 

saving power? Or is best to be continuously watching the same object even if it is not doing 

much?
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Figure  6 

Design Challenges
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More challenges will come along as we continue developing our solution. Our prototype 

today is running and working on a Cortex-M4, building it into a physical product will bring 

its own challenges including building an easy-to-use user interface and scale of economy. 

Design implementation 
A key technical barrier was how we could rapidly train and classify models and get them 

onto microcontrollers in an efficient way. We used the Edge Impulse ML development tool 

with Arm Mbed OS that allowed us to train our models in the cloud, where we have all our 

data. This tool allowed us to train our models and convert them into a C+ repository that 

we can simply push to a device – an Arm-based device. Using Edge Impulse and Mbed OS 

allowed us to save software development time with tools that seamlessly work, so we can 

focus our time on the hardware. We were able to look at our needs (RAMs, etc.) and rapidly 

adapt our solution. As battery life is a primary concern for our solution, we were also able to 

look at inference times and find the right balance between time when the sensor is on and 

time  

spent processing the image. 

Why Arm 

What’s great for us working with Arm is the support, the ecosystem and the 

developer community.  

We have been using Arm microcontrollers and Mbed OS in other products and there was 

no reason for us to change on this project. The support of Arm and its ecosystem has 

helped us achieve success. 

As a small NGO, resources are limited, and it is harder to skill up in a completely new space. 

Working in an environment where there is a lot of support from the community is crucial. 

Figure 7  

A prototype in the field 

Figure 8 

Team members working on a prototype 

in Ittoqqortoormiit 

https://www.arm.com/products/silicon-ip-cpu/cortex-m/cortex-m4
https://www.edgeimpulse.com/
https://os.mbed.com/mbed-os/
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With Edge Impulse working with Arm microcontrollers, we would like to use some of the 

instructions and optimization coming in this space. This is coming with the Cortex-M55 

processor and we want to be ready for the significant performance increases in Arm 

microcontrollers. We are trying to pre-empt what is going to be most efficient for us  

and the future of Arm microcontrollers is exciting to us.  

Looking ahead 
As our toolchain gets better and we manage to make it more efficient and simpler to train 

models and push them to devices, having control over the model itself, we foresee a lot 

more use of machine learning (ML) in vision applications in conservation. 

This is just the beginning of what is possible. Vision-based ML on microcontrollers 

is new and evolving.  

“Inference on the edge has unlocked access to monitoring wildlife in real-time, delivering insights 

quicker and helping to address human-wildlife conflict concerns by generating alerts in real-time”. 

- Alasdair Davies, Technical Director, Arribada

About Arribada

Arribada co-develops open, customizable, and impact-driven conservation technologies for 

conservation organizations across the globe, driving down costs and scaling up access to 

the tools and solutions we need to solve conservation challenges, together.

Thank you to WWF Netherlands and WILDLABS for funding the development of our 

Arm-powered human-wildlife conflict solution as part of their human-wildlife conflict 

technology challenge and to the Zoological Society of London for developing the  

elephant detection model. 

https://arribada.org 

https://www.arm.com/products/silicon-ip-cpu/cortex-m/cortex-m55
https://www.wwf.nl/
https://wildlabs.net/
https://www.zsl.org/
https://arribada.org/



