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Coupling of Data and Experiments
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Opportunities for specialized processing throughout the 
Superfacility Model



On-detector processing

‣ The Problem:
• Future detectors threaten to overwhelm 

data transfer and computing capabilities 
w/ data rates exceeding 1 Tb/s

• Data processing experiment driven

‣ Proposed solution:
• Process the data before it leaves the 

sensor

• Application-tailored, programmable 
processing allows data reduction to occur 
on-sensor

• Programmability allows data reduction 
techniques to be tailored to the 
experiment – even after the sensor is built!
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Putting hardware specialization to work to augment existing 
HPC resources
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Bringing the Processing to the Data:
Hardware for Data Analysis and Reduction
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Augment HPC facilities to handle increases in EOS
On Sensor / 

Field Deployable  
Processing

Near Sensor 
and Real Time 

Processing
Smart HPC 

Interconnects
HPC 

Specialized 
Accelerators

Leverage our architectural 
exploration and design 
tools to design custom, 

programmable logic to be 
integrated on existing 
sensors or to act as 
independent, field 

deployable computing. 

Can be used in a facility 
or act as standalone, low-
power field deployed unit

Embedding hardware 
within the network may 
allow better utilization of 

existing HPC 
interconnects

Specialized accelerators 
incorporated into HPC 

systems.  Could be 
integrated onto an SoC or 

discrete compute 
elements

ESnet

Require advances in programming and 
execution models

Custom logic FPGAs or 
ASIC) can be placed near 
the sensor to analyze and 
reduce data in real time as 

it is produced.
The same logic can be 

used for automated, real 
time control of instruments

Example: LHC Triggers or 
control processor for 
Quantum Processor 
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UNIVERSITY OF 
CALIFORNIA 

Office of
Science

Hardware Generators: Enabling Technology for Exploring Design Space
Together with Close Collaborations with Applied Mathematics

6

Chisel RISC-V OpenSOC
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Hardware 
Compilation

Software 
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SystemC 
Simulation

C++ 
Simulation

Scala

Chisel

Open Source Extensible 
ISA/Cores

Open Source fabric
To integrate accelerators

And logic into SOC

DSL for rapid prototyping
of circuits, systems, and 

arch simulator 
components

Platform for experimentation 
with specialization

to extend Moore’s Law

Back-end to synthesize
HW with different devices

Or new logic families

Re-implement processor
With different devices or
Extend w/accelerators

SuperTools
Superconducting 
RISC-V

QUASAR
Quantum
ISA

Project 38 Multiagency
Architecture
Exploration

Active
Sensors
(CryoEM)
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Future Electron Scattering Detector

100,000 fps pixel detector
576 x 576 x 10 #m

Segmented silicon HAADF

FFaabbrriiccaattee  ddeetteeccttoorrss  QQ44CCYY22001166

Dedicated (donated) 
400 Gbs link to NERSC

LLiinnkk  tteessttiinngg  uunnddeerrwwaayy

Stream events to processors on Cori

Future goal: firmware processing 
(reduce data rate)
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Future Electron Scattering Detector
4 PB/day

Existing projects using LBL Open Source Hardware Generators
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Instruction Set 
Extensions Black Box 

Modules

RISC-V ISA & Extensions

Chisel Modules

LLVM Compiler Backend

Full-Chip 
Verilog

Chisel SoC

C++ Cycle-
Based 

Simulator

Module
TestBenches

VLSI Tools
FPGA Tools

OpenSoC System 
Architect

A complete hardware and 
software development toolkit



Demo:  96 Core SoC Design for HPC
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‣ Z-Scale processors 
connected in a 
Concentrated Mesh

‣ 4 Z-scale processors

‣ 2x2 Concentrated 
mesh with 2 virtual 
channels

‣ Micron HMC Memory
http://www.codexhpc.org/?p=367
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2 people spent 2 months to createSC2016 Demo



This is What the Edge Looks Like
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This is “The Edge”
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Future Electron Scattering Detector
4 PB/day

National Center for Electron Microscopy (NCEM)



Data Diversity makes National Center for Electron 
Microscopy (NCEM) perfect use case for pilot study 

Element 1
Element 2
Background

M / L / K edge tail

High resolution transmission electron microscopy Electron energy loss spectroscopy

Atomic electron tomography

STEM diffraction e- phase recon.

EDX elemental mapping

dark field                bright field
scanning transmission electron micro.

EDX spectroscopy



Online data quality metrics and high sparsity of 
Fourier Transform

Image on the left has a lot more noise 
in background, less spots.

Below is an example of 
how the hardware 
aberration correction 
software works – can 
evaluate defocus, 
astigmatism, etc. but far 
too slowly to be used live.Can an algorithm tell the image on the right is better?

Yes!  Take Fourier transforms:
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Results for RISC-V FFT Accelerator for CryoEM

Created RISC-V Core with FFT ISA Extension
RISC-V+FFT Accel 126x faster than x86 host
• FFT on Intel Core i7-5930K @ 3.50GHz: ~265ms
• FFTAccel (Floating): ~2.10ms
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Benchmarking FFT Accelerator for image analysis

Original Image FFT

valid

insn[31:0]

rs1[31:0]

rs2[31:0]
wr

rd[31:0]

wait

ready

PCPI

PicoRV32 FFT 
Accel

Instruction opcode[3:2] Description
fft_config 10b Configures FFT parameters
fft_status 01b Reads FFTAccel status registers
fft_start 11b Starts FFT processing
fft_stop 00b Stops FFT processing



Quantum Computing Infrastructure: 
Challenges / Opportunities

• Control System / Test 
Electronics Complexity

• Control response time 
limits QC performance

• Complexity of Circuits/ 
Programs to implement 
quantum algorithms

Test Electronics Immersion Probe 
and LHe Dewar



Research Details

Quantum Instruction Set Architecture (QUASAR)

Software-to-hardware quantum system : (from left to right) user host computer loads quantum program into QUASAR core
memory. QUASAR core executes program generating commands to low-level control hardware, i.e. waveform generator, analog-
digital converter (ADC), etc. Low-level analog devices communicate with quantum chip via waveforms. Quasar Microcontroller is
implemented using the Chisel Hardware Description Language to enable future optimization and technology integration.

Host PC QPU

Quantum ChipControl HardwareUser
Q
UA
SA
R

co
re

Pulse Library

Waveform
Generator

DAC ADC

New Concept
We have developed the Quantum instruction set architecture (QUASAR) to provide a compact and efficient method to
program complex sequences of operations for the interface to a quantum computer. We have also developed a QUASAR
microcontroller core that enables fast in-situ programming and control of qubits for a quantum computer.

Significance and Impact
The QUASAR ISA significantly improves quantum computer programmability thereby facilitating their integration into
future extremely heterogeneous systems. The QUASAR core (operating in-situ with the qubits using superconducting logic)
reduces signal propagation and decision-making delays enabling more efficient usage of limited qubit lifetimes..

PIs: Carter, Siddiqi, DuBois, Advanced Quantum-Enabled Simulation Testbed,  July, 2017
Anastasiia Butko and Dubois: QUASAR Developers

Anastasiia

Extending RISC-V ISA : 
Because some companies don’t like you messing with their ISA



Quantum ISA program
• Program example from LvlX

Time

DSG1 DSG1
DSG2

CNOT

M

DSG3

== 1

DSG2

T1 T2 T3 T4 T5 T6 T7

Qubit[0]
Qubit[1]
Qubit[2]
ClReg[0]

Time Gate QubitA QubitB Phase ClReg Duration
T1 DSG1 0 - - - -
T2 DSG1 0 - - - 20ns
T3 DSG2 1 - - - -
T4 CNOT 1 2 - - -
T5 M 0 - - 0 -
if ClReg[0] == 1:
T6 DSG3 2 - 0.392699081698724 -
...

QUASAR compiler encodes the program into the machine code

• Pulse Library is located on hardware (DSGs –to-envelop)
• Machine code has no notion of device connectivity, etc.
• Has limited encoding capabilities

QUASAR
• Encoding capabilities

• 32-bit instruction length
• up-to 48 gates (single- and dual-qubit)
• 128-qubit addressing
• 32-bit arbitrary phase

• precise timing control (5ns cycle)
• parallel gate application
• conditional branching
• extensions: pulse shaping

• QNL full set of device supported gates (< Clifford set )



Quantum Circuit: compilation flow
• Multiple levels of details/compilation
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Figure 8: Example of quantum teleportation. Qubit q[0] is prepared by U(0.3,0.2,0.1)

q[0]; and teleported to q[2].

cx a,b;

u1(lambda/2) b;

}

// controlled-U
gate cu3(theta,phi,lambda) c, t

{

// implements controlled-U(theta,phi,lambda) with target t and control c
u1((lambda-phi)/2) t;

cx c,t;

u3(-theta/2,0,-(phi+lambda)/2) t;

cx c,t;

u3(theta/2,phi,0) t;

}

3.2 Quantum teleportation

Quantum teleportation (Fig. 8) demonstrates conditional application of future gates based
on prior measurement outcomes.

// quantum teleportation example
OPENQASM 2.0;

include "qelib1.inc";

qreg q[3];

creg c0[1];

creg c1[1];

creg c2[1];

// optional post-rotation for state tomography
gate post q { }

u3(0.3,0.2,0.1) q[0];

h q[1];

cx q[1],q[2];

barrier q;

cx q[0],q[1];

h q[0];
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High level of abstraction (e.g. QASM)

Decompose into device supported gates

• Decomposition problem, may have multiple solution
• Device-specific and requires a library of supported gates
• This level defines the “Pulse Library”

Place gates in respect of device connectivity
• Optimization problem (different gate-fidelity/etc. options)
• Device-specific and requires the knowledge of qubit characteristics and topology
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time
t1 t2 t3 t4 t5 t6 t7 …

Timing adjustments

• May have different timings
• Requires the knowledge of gate duration, device-specific constraints

Program can be expressed in quantum ISA

Lvl1

Lvl2

Lvl3

LvlX

…



QUASAR Performance Results
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In-Transit (streaming) Data Processing 
with Emerging FPGA Devices

•FPGAs well suited to streaming processing
• IO Bandwidth > 400Gb/s; 1.5TFlops per device  – HBM at 460 GB/s

• Algorithms for data reduction and analysis scale on FPGAs

Experimental Facility FPGA Based Edge Compute

400Gb/s ≪400Gb/s

Real time user feedback



Metatranscriptome pipeline 

1.  Preprocess  
–  Remove low quality reads 
–  Remove sequencing artifacts   

•  Sequencing adapters 
–  Remove ribosomal RNA 

 
2.  Assemble 

–  Build genomic sequence 
 
3.  Alignment 

–  Isolate genomes and metagenomes 
–  Assembly of metatranscriptome reads 

5/4/16 18 

More opportunities for specialization

‣ JGI – Accelerating sequence alignment
• Traditional processors not optimal for bioinformatics codes 

• FPGAs provide potential solution

‣ Quantum – Control Processor
• Future Quantum accelerators limited by not just number of 

qubits 

• Leverage our work with superconducting logic design tools

‣ LSST – Transient detection
• Power constrained on-site, custom, low-power computing 

could reduce need for lossy compression or high-bandwidth, 
long-haul networks

20

Custom computing could be applied and incorporated in 
many areas

Genome sequencing 

5/4/16 6 

prepare DNA 

sequence 

assemble 

extract DNA 
culture 

Sequencing reads 
 ~ 10’s – 100’s Gb 

sequencing 
library 

gDNA 

contigs/scaffolds 

Genome sequencing 

5/4/16 6 

prepare DNA 

sequence 

assemble 

extract DNA 
culture 

Sequencing reads 
 ~ 10’s – 100’s Gb 

sequencing 
library 

gDNA 
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Questions?
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