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In Between 2 chiplets: 6-8 links @ 64GB/s full-duplex each

In Between chip: 3 CCIX links  / 1 link is 16-lanes @ 25GBps/s - 50GB/s (full duplex)

Die level

eFPGA

NOC

<450mm2 per chiplet (32+4 ARM-Zeus cores)

4 Special tile (EPAC, MPAA, eFPGA, CryptoTile)

32 system-level-cache (SLC)

3mm2 per tiles (4mm2 for the SLC)

2mm2 (today)

28x28 eFPGA IP

8850LUT4

458Kb of memory

7 DSP block (of 24x24=48b)

8x8 Topology

Bi-section bandwidth of 8x2x64GB/s = 1TB/s full-duplex (ie: on both direction east to west)

Power

With HBM and w/o DDR and PCI

1chiplet (2HBMs): from 40W in LP (1,5GHz) mode to 90W in HP (~3GHz) mode

target TDP (Thermal Dissipated power) = 80W

2chiplets (4HBMs): from 80W in LP mode to 180W in HP mode

target TDP (Thermal Dissipated power) = 160W

D2D

Performances
0,77DP TFLOPS per chiplet 

LP(1.5GHz) with HBM2E (2.8Gbps)  : 0.93B/FLOP

HP(2.5GHz) with HBM2E (2.8Gbps) : 0.56B/FLOP

Under NDA on a case by case basis with SiPearl

Based on 18months of architecture work and simulations
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http://www.european-processor-initiative.eu/
https://twitter.com/EuProcessor
https://www.linkedin.com/company/european-processor-initiative/
https://www.youtube.com/channel/UCGvQcTosJdWhd013SHnIbpA/

